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Abstract—Open-vocabulary video visual relation detection
(VidVRD) expands the scope of detecting object relations in
videos to include unseen categories. It marks considerable ad-
vancement in recognizing novel relations solely by training on
a base set, thus extending the frontiers of automated video
understanding. However, the performance of current methods
on novel predicates remains significantly inferior to that on
base categories. We attribute this discrepancy to two primary
factors: (1) A significant task misalignment between the Visual
Relation Detection (VRD) task and the pre-trained models’
visual feature extractors, which are often designed for tasks
like video-text retrieval and image-text retrieval, resulting in
poor generalization to the novel set. (2) The relatively small
size and limited vocabulary of open-vocabulary datasets, which
create a substantial gap between base and novel predicates.
Consequently, text prompts trained on the base set fail to
generalize effectively to the novel set. To address these issues, we
propose two improvement measures: (1) We decompose base and
novel relations into actional and spatial patterns and introduce
an innovative text prompt learning method that leverages the
shared patterns between base and novel relations. (2) We develop
a relation probability adjustment mechanism that utilizes reliable
base relation predictions to adjust the probabilities of relations
in novel classes by considering their overlaps in either actional or
spatial contents. Experimental results on the benchmark dataset
demonstrate significant performance improvements.

Index Terms—Visual relation detection, Video understanding

I. INTRODUCTION

Video visual relation detection (VidVRD) aims at recog-
nizing visual relations between subject and object as a triplet
form: [subject

predicate−−−−−−→ object], e.g., [dog
sit left−−−−→ person],

[person
stand right−−−−−−−→ dog] in Fig. 1(A). It offers a high-level

understanding and summarization of video knowledge for
downstream tasks such as visual question answering [1]–[5],
scene understanding [6]–[10], and video retrieval [11]–[15].

Currently, with the development of vision-language pre-
trained models, e.g., CLIP [16] and Alpro [17], open-
vocabulary VidVRD has garnered attention due to its ability to
infer the unseen relations (novel relations) from the training set
(base relations). For instance, [18], [19] achieve reasoning on

∗ Co-first author † Corresponding author

Base Act/Spa Predicts Adjusted Novel RelsNovel Rel Candidates

dog

person

sit inside

sit left

walk behind

stand right

dog

person

sit inside

stand right

walk behind

sit left

dog

person

inside

walk

Left Behind

Sit  Stop

Adjust

Walk_with

Sit_next_to

Stand_above

Run_left

Fly_right

…

Walk Sit Stand Run 

Fly …

Fly_next_to

Walk_left

Run_toward

Run_away

Stand_right

… Next_to Left  

Right  …

Actional Spatial

Base 21 11

Novel 19 12

Overlap 11 10

dog

sit leftwatch

stand right

feed

Time Axis

Base Rels Novel Rels

Overlap actional rels

Overlap spatial rels

（A）Visual relations between person and dog.

（B） Pattern overlaps between Base and Novel relations.

（C） Relation adjustment in inference. 

Fig. 1. (A) An example of VidVRD. (B) Demonstration and statistical analysis
of the actional/spatial pattern overlap in the base and novel relations. (C)
An illustration of the relation adjustment procedure. Probabilities of actional
pattern “sit” and spatial pattern “left” are above the threshold resulting in
further activation of novel relation “sit_left” while probabilities of actional
pattern “walk” and spatial pattern “inside” are below threshold leading to a
repression on novel relations “walk_behind” and “sit_inside”.

novel video relations by calculating the feature similarity be-
tween visual object pairs and textual descriptions of candidate
relations. Although the aforementioned methods customize
CLIP to address the open-vocabulary VidVRD scenario, they
empirically demonstrate poor generalization: as experiments
reveal a significant performance gap between base relations
and novel relations. We identify the challenges in two aspects:
first, the VidVRD task differs significantly from CLIP’s pre-
trained image-text matching task. The former requires infer-
ring relations between objects in complex video scenarios,
while CLIP only considers the correspondence between static
images and text. This difference prevents CLIP’s strong gen-
eralization capability from fully manifesting, especially on
the novel set of open-vocabulary VidVRD. Second, another



challenge in open-vocabulary VRD tasks is the difference
between the novel and the base relations, which makes it
difficult to directly transfer reliable knowledge from the base
relation training to novel relation inference.

To address these two challenges, we propose two targeted
solutions: First, to improve CLIP’s generalization in VidVRD
scenarios, we decouple the visual relations into actional and
spatial relations. This approach is inspired by our observation
of visual relations, which typically consist of both an actional
pattern and a spatial pattern. After decoupling, we found that
base and novel relations actually share a significant portion
of these actional and spatial patterns, as shown in Fig. 1(B).
We view this as a strategy to build a bridge between base and
novel sets. Specifically, during training, we decouple visual
relations into actional and spatial relations, enabling the model
to generalize better to unseen novel relations by leveraging the
underlying commonalities between novel and base relations in
terms of actional and spatial patterns. Second, during testing,
we aim to leverage the model’s reliable prediction on the
base set to enhance the inference of novel relations, as shown
in Fig. 1(C). Technically, we first rank all candidate novel
relations based on their relevance to the current pair of visual
objects, generating an initial relation rank. We then adjust the
rank by utilizing the reliable prediction on actional and spatial
relations in the base set. Specifically, novel relations containing
actional/spatial relations with a high likelihood of occurrence
are further activated, while those containing actional/spatial
relations with a low probability of occurrence are repressed.

Our main contributions are three-fold: (1) we propose a
novel open-vocabulary VidVRD method that leverages shared
patterns in base and novel relations by decomposed prompt
learning; (2) we devise a relation adjustment mechanism to
further transfer the knowledge on base visual relations to im-
prove performance on novel relations; (3) our method achieves
significant improvement in Open-vocabulary VidVRD.

II. RELATED WORK

Video Visual Relation Detection (VidVRD) was proposed
in [20] together with ImageNet-VidVRD benchmark. This task
spatiotemporally localizes pairwise visual relations. Existing
methods mainly focus on modeling better visual or spatiotem-
poral contexts [21]–[24], and detecting visual relations with
more granularity either by sliding windows [25] or tempo-
ral grounding [26]. They mainly worked on the pre-defined
(closed) sets of object and visual relation categories. Refer-
ence [18], [19] concentrate on open-vocabulary VidVRD and
propose prompt engineering methods to customize pre-trained
VLMs. However, their methods neglect the characteristics of
the VidVRD task and the correlation between base and novel
relations in the dataset. In this work, based on the shared
actional and spatial patterns between base and novel relations,
we propose a decomposed prompt learning paradigm and
relation adjustment mechanism for open-vocabulary VidVRD.

III. APPROACH

A. Preliminary

Video Visual Relation Detection (VidVRD) aims at detect-
ing visual relation instances from the given untrimmed video.
Each relation instance is represented by the triplet [subject
predicate−−−−−−→ object] from a set of predefined predicate categories
CP and object categories CO. In open-vocabulary setting, the
categories of predicate and object are divided into base and
novel splits. We denote CO/P

b and CO/P
n as the set of base and

novel object/predicate categories, respectively. Only base split
is available to the model during training. Both base and novel
splits are used for evaluation in the test stage.

As shown in Fig. 2, VidVRD begins with detecting N
class-agnostic object tracklets in videos, i.e., T = {Ti}Ni=1,
where each tracklet Ti is characterized with a temporal re-
lated sequence of bounding boxes. For any two potentially
interacting tracklets (Ti and Tj), a new interaction tracklet
Tij is conducted, where the bounding box in each frame is the
bounding rectangle that encloses the bounding boxes of both
tracklets for interaction detection enhancement. Subsequently,
CLIP encodes Ti, Tj , Tij , as well as the corresponding
frame into a group of visual features fs, fo, fi, and fb,
where s, o, i, and b represent subject, object, interaction, and
background, respectively. A light-weight transformer is then
used to model the interactions within and cross each frame,
the output features are denoted as 1:

[f̃s, f̃o, f̃i, f̃b] = Trans([fs, fo, fi, fb]). (1)

Upon these features, a cross-entropy loss Lint equipped with
a binary FC classifier is adopted to train the model to figure
out whether two tracklets interact or not. Besides, Lrel and
Lobj align these features to the relation descriptions features
and object descriptions features (produced by the frozen CLIP
text encoder), following the paradigm of image-text contrastive
learning. The overall training objective is given by:

L = Lint + Lrel + Lobj . (2)

B. Decomposed Prompt Learning

Relations such as “sit above” incorporate actional patterns
(“sit”) and spatial patterns (“above”) as observed in [27].
We define functions ACT and SPA to map a visual relation
to corresponding actional relation and spatial relation, (e.g.,
ACT(“sit_above”) = “sit”, SPA(“sit_above”) = “above”).
For some visual relations like “beneath" which have no ac-
tional pattern, the mapping function ACT maps it to ∅. We de-
fine base actional relations set as CA

b = {ACT(cp)|cp ∈ CP
b }.

Similarly, the mapping function SPA maps visual relations
like “feed" to ∅ and we define base spatial relation set as
CS
b = {SPA(cp)|cp ∈ CP

b }.
Through this design, we transform the relation recognition

component (Lrel) in the preliminary phase from recognizing

1VidVRD infers relationships on each frame and ultimately outputs video-
level relations based on the relations across consecutive frames. Since the
contributions of this paper do not involve operations in the temporal domain,
and for simplicity of expression, we omit the frame indices in our description.
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Fig. 2. The overall framework of our method. In the training phase (left part), candidate object pairs are encoded by CLIP visual encoder and a light-weight
transformer. To leverage the shared patterns, we decouple base visual relations and align visual features to both actional/spatial/predicate embedding through
prompt learning. In the inference stage (right part), we further activate novel relations that have actional and spatial patterns with high probabilities of
occurrence like “run next to” and repress relations that contain patterns with low probabilities of occurrence (gray bars).

the predicate to recognizing the actional pattern, spatial pat-
tern, and corresponding predicate. By leveraging the shared
actional patterns and spatial patterns between the base split
and novel split, we enhance the model’s generalization capa-
bility from the base split to the novel split. Specifically, we
first insert the decoupled actional pattern descriptions, spatial
pattern descriptions, and the complete predicate descriptions
into a pre-designed prompt template. Then, we concatenate
them with learnable prompt tokens and feed them into the
CLIP text encoder to obtain the actional pattern embedding,
spatial pattern embedding, and predicate embedding. These
embeddings are then used in CLIP-style contrastive learning
with the visual tracklet features. Ultimately, our Lrel is rewrit-
ten as the sum of three components:

Lrel = Lpre + Lact + Lspa. (3)

where, Lpre, Lact and Lspa denotes the contrastive learning
loss between predicate/actional/spatial pattern embeddings and
tracklet features.

C. Relation adjustment

As mentioned above, base and novel relations share a
significant proportion of actional and spatial patterns. Ana-
lyzing actional and spatial relation predictions in the base set
will help in distinguishing between candidate relations in the
novel set. Besides, the model has a better understanding and
classification ability on relations appearing in training data
which makes the prediction of these relations more reliable.
In this section, we aim to use the prediction results on actional
and spatial relations from the base split to adjust the prediction
results of visual relations in the novel split to enhance the
overall performance. As this procedure essentially changes the

priority of visual relations, we call it a relation adjustment
procedure 2. Given a pair of visual objects to be inferred,
we obtain a prediction score for each novel predicate p(cPn ),
as well as for each base actional relation p(cAb ) and spatial
relation p(cSb ), where cAb is a base split actional relation
instance ∈ CA

b , cSb is a base split spatial relation instance
∈ CS

b and cPn is a novel split predicate instance ∈ CP
n . We

then deliberate on how to use p(cAb ) and p(cSb ) for refinement
of p(cPn ). We split candidate cPn ∈ CP

n according to: (1) if
its corresponding actional/spatial relation ACT(cPn )/SPA(c

P
n )

appears in the base split as:

C1 = {cPn |ACT(cPn ) or SPA(cPn ) ∈ CA
b ∪ CS

b }, (4)

C2 = CP
n \ C1. (5)

and (2) if the prediction score of ACT(cPn ) and SPA(cPn )
(cPn ∈ C1) both exceed a pre-defined upper threshold θu, and
whether one of them fall below the lower threshold θl:

C+
1 = {cPn |p(ACT(cPn )) > θu & p(SPA(cPn )) > θu}, (6)

C−
1 = {cPn |p(ACT(cPn )) < θl || p(SPA(cPn )) < θl}, (7)

C0
1 = C1 \ (C+

1 ∪ C−
1 ). (8)

For predicate cPn ∈ C2 ∪ C0
1 , we leave the predicted p(cPn )

unchanged because no significant additional knowledge can
be transferred from the base split; for cPn ∈ C+

1 , we further
activate the predict p(cPn ) as:

p(cPn ) = 1− (1− p(ACT(cPn )) · (1− p(SPA(cPn )); (9)

2The main challenge of open-vocabulary VidVRD lies in the detection
of novel relations, while we keep the detection process for base relations
unchanged.



TABLE I
PERFORMANCE(%) COMPARISON TO EXISTING METHODS. THE BOLD

ITEMS ARE THE BEST RESULTS.

Methods RelDet RelTag
mAP R@50 R@100 P@1 P@10 P@50

N
ov

el

RePro [18] 6.10 13.38 16.52 13.97 9.55 7.42
MMP [19] 16.56 16.03 18.68 22.05 12.94 10.73
Ours 19.90 16.86 18.35 32.35 17.50 11.76
Ours+ReAd 19.84 16.69 18.51 32.35 17.64 11.91

A
ll

RePro [18] 21.33 12.92 15.94 59.00 41.09 28.87
MMP [19] 26.80 16.26 19.46 72.5 51.25 37.10
Ours 27.87 16.53 19.54 72.5 53.10 39.81
Ours+ReAd 27.88 16.59 19.61 72.5 53.10 39.91

for cPn ∈ C−
1 , its actional pattern or spatial pattern is assigned

an unacceptable low score, we then repress the predict p(cPn )
to zero:

p(cPn ) = 0. (10)

Through this refinement, we recalculate the prediction score
for each candidate relation, resulting in an updated rank of
the candidate relations. Predicates containing actional/spatial
patterns with high occurrence probability are strengthened,
while those with unlikely actional/spatial patterns have their
probabilities reduced.

IV. EXPERIMENT

A. Dataset, implementation details and evaluation metrics

Dataset. We adopt the widely used benchmark ImageNet-
VidVRD proposed in [20] for our experiments. It contains
1000 videos selected from ILSVRC2016-VID with 800 in
the train set and 200 in the test set. The dataset is densely
annotated covering 35 categories of objects, e.g., “airplane”,
“frisbee”, etc., as well as 132 categories of visual relations,
e.g., “run left”, “walk with”, etc.
Implementation Details. We use the object trajectories pro-
vided in [19]. Object pairs that co-occur in the video are
enumerated. We then extract overlapping portions for each pair
from the entire video and divide them into multiple clips of
30 frames, from which one frame is sampled. We first obtain
prediction scores of visual relations in a single clip then a
greedy association algorithm is used to merge relations and
scores across segments. Finally, pairs are sorted according to
prediction scores, and the top 200 are kept. We set θu and θl to
0.9 and 0.1 respectively by default unless otherwise specified.
We follow [18], [19] in base and novel splitting.
Evaluation Metrics. We adopt standard evaluation metrics as
in [18], [19], i.e., RelDet: it requires that not only the visual
relation should be correct, but the detected object trajectories
must have a vIoU greater than 0.5 with the ground truth, with
using Recall@K (R@K, K=50,100) and mAP; and RelTag:
it focuses on object and relation categories measured by
Precision@K (P@K, K=1,5,10). We report model performance
on (1) Novel split, and (2) All split which involves all visual
relations in base and novel sets.

TABLE II
ABLATION STUDY FOR EVALUATING OUR PROPOSED DECOMPOSED

PROMPT LEARNING.

Methods Novel All
mAP R@50 R@100 mAP R@50 R@100

ours 19.90 16.86 18.35 27.87 16.53 19.54
w/o loss 14.50 16.20 19.34 26.56 16.17 19.36
w/o prompt 16.70 15.21 17.02 27.26 15.68 18.72

B. Comparison with Existing Methods

We compare our method with previous SOTA methods Re-
Pro [18] and MMP [19] in Table I. “ReAd” denotes the relation
adjustment procedure. Under all split evaluation, our method
consistently outperforms across all metrics. In particular, our
approach delivered a 1.08% improvement in mAP(RelDet) and
a 2.81% gain in P@50(RelTag). Under novel split evaluation,
our method achieves significant improvements in all precision-
related metrics. Notably, we observed a 10.3% performance
boost on P@1(RelTag), and a 3.34% improvement in the
mAP(RelDet). These substantial improvements strongly val-
idate the effectiveness of our proposed method.

C. Ablation Study

Decomposed Prompt Learning. Our proposed decomposed
prompt learning paradigm leverages the correlation between
novel and base visual relations by decoupling visual relations
into actional and spatial patterns. Accordingly, we introduce
actional and spatial relation prompts on top of the original
predicate prompt then we incorporate actional/spatial relation
loss to explicitly ensure that the model captures these patterns.
To verify our approach, we first remove the actional/spatial
relation loss, which impairs the model’s ability to grasp and
understand actional and spatial patterns. Secondly, we remove
the decomposed prompt learning using only the simplest
predicate prompt. The results are presented in Table II. A
marked decline in performance is evident in either setting,
which proves the rationality and effectiveness of our design.

V. CONCLUSION

In this work, we propose a novel method in open-vocabulary
video visual relation detection task. We mine the shared
actional and spatial patterns between base and novel visual
relations and propose a decomposed prompt learning paradigm
as well as a relation adjustment mechanism. We conduct
a series of experiments on the ImageNet-VidVRD dataset.
Through comparison with previous works and ablation studies,
we observe substantial improvements and thoroughly demon-
strate the effectiveness of our method.
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