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Abstract

Graph based representation has been widely used in mod-
elling spatio-temporal relationships in video understanding.
Although effective, existing graph-based approaches focus
on capturing the human-object relationships while ignoring
fine-grained semantic properties of the action components.
These semantic properties are crucial for understanding the
current situation, such as where does the action takes place ,
what tools are used and functional properties of the objects.
In this work, we propose a graph-based representation called
Situational Scene Graph (SSG) to encode both human-object
relationships and the corresponding semantic properties.
The semantic details are represented as predefined roles and
values inspired by situation frame, which is originally de-
signed to represent a single action. Based on our proposed
representation, we introduce the task of situational scene
graph generation and propose a multi-stage pipeline Inter-
active and Complementary Network (InComNet) to address
the task. Given that the existing datasets are not applica-
ble to the task, we further introduce a SSG dataset whose
annotations consist of semantic role-value frames for hu-
man, objects and verb predicates of human-object relations.
Finally, we demonstrate the effectiveness of our proposed
SSG representation by testing on different downstream tasks.
Experimental results show that the unified representation
can not only benefit predicate classification and semantic
role-value classification, but also benefit reasoning tasks on
human-centric situation understanding.

1. Introduction

Human-centric visual understanding has traditionally fo-
cused on identifying actions occurring in an image or video
input [2, 17,44]. Although superior performance has been
achieved [24,42,50], these studies fail to capture the relation-
ships between human and objects, which may be essential
for human behavior understanding. More recently, graph
based representations such as spatio-temporal scene graph
(ST scene graph) [19] has been proposed to represent action
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Figure 1. This video frame depicts a human-centric situation of the
two concurrent actions “’sitting on bed” and "holding shoes”. Dif-
ferent structured action representation methods include, (a) Scene
graph, (b) situation frame, (c) Situational scene graph (ours):
encompasses the person, objects, and verb predicate of human-
object relations and their semantic role-values, providing a detailed
schema with precisely defined structures to elaborate the compo-
nents of one or more concurrent actions.

in a structured manner. The graph based representation en-
codes human and objects as nodes connected together by
pairwise relationships (as shown in la), and can support
high-level inference tasks such as visual question answering
(VQA) [12,16,18,22,38,46,53], image captioning [60, 60],
referring expressions [59] image grounded dialog [1 1] and
image retrieval [23] etc. However, the ST scene graph falls
short of capturing the fine-grained properties of the rela-
tionship components, such as where the action takes place,
functional properties of the objects (e.g. affordance) or any
tools used by the person to perform the actions etc. Such



fine-grain properties of human, objects and their pair-wise
relationships are crucial in real-world applications, such as
in robotics where the robot needs to understand not only the
human behavior but also the properties of the objects (e.g.
affordance) in order to interact with them.

Another line of research [61,62] based on situation frames
offer a well-structured schema to represent these semantic
properties in terms of predefined roles and values, providing
richer context (as shown in Fig. 1b). However, they are lim-
ited to representing a single action, which is not applicable
to scenarios with multiple simultaneous actions. In view of
the limitations of existing approaches, we propose Situa-
tional Scene Graph (SSG) to represent both human-object
relations and the corresponding semantic properties in a uni-
fied representation. As shown in Fig. lc, we leverage the
well-structured semantic role-value (SRV) pairs to encode
the properties of the components within verb relationships
(i.e. person, object and verb predicate) of a spatio-temporal
scene graph. Our SSG is beneficial for Human-centric
situation understanding where we aim to understand the
actions, human-object relations as well as semantic proper-
ties of each entity involved in the current situation. Moreover,
another advantage of SSG is its ability to jointly model the
human-object relations and the semantic properties which
could benefit both semantic role-value prediction and pred-
icate prediction. Take the scene of a person holding a cup
as an example. The relationship between the person and
the cup (i.e., ‘holding’) implies that the person is likely
engaging in an action related to the cup such as drinking.
Additionally, knowing the semantic properties of the cup
(e.g., affordance) narrows down the possible actions or rela-
tions, and the relationship ‘holding’ also provides cues for
the semantic properties of the cup. This mutual reinforce-
ment enhances the performance of both semantic role-value
prediction and predicate prediction.

Based on our proposed representation, we introduce the
task of SSG generation and introduce a new framework
named Interactive and Complementary Network (InCom-
Net). Our InComNet can be factorized into four stages: (I)
object SRV classification (II) verb predicate classification
(IIT) verb predicate SRV classification and (IV) person SRV
classification. Stage (II) classifies the verb predicates while
stage (I), (IIT) and (IV) classify the semantic role-value of
each semantic role of object, verb predicate of the relation in-
stances and person respectively. Given that existing datasets
are not applicable to this task, we further introduce a SSG
dataset based on the Action Genome [19] annotations by
manually collecting 562K+ situation frames.

In summary, our key contributions can be listed as follows.
Firstly, we introduce a unified SSG representation to encode
both human-object relations and the corresponding semantic
properties. Secondly, we introduce the challenging task of
SSG generation and propose the InComNet baseline. Thirdly,

we introduce the SSG dataset, which consists of 2.5K video
clips with human-generated annotations for 25.5K human-
centric situations encompassing 25.5K person SRV frames,
61K object SRV frames, 52K verb predicate SRV frames.
Lastly, we demonstrate the effectiveness of our proposed
SSG representation by testing on different downstream tasks.
Experimental results show that the unified representation can
not only benefit semantic role-value and predicate prediction,
but also benefit reasoning tasks on human-centric situation
understanding.

2. Previous work

Structured visual representation methods: Classical struc-
tured scene representation methods include scene graphs [23]
and situation frames [62]. Recent advancements such as
spatio-temporal scene graphs [19] and spatio-temporal sit-
uations [43] leveraged the principles laid down by these
classical methods to enhance video understanding. Other
methods that build on them include STAR [53], scene graphs
fusion [54], panoptic scene graph [56] and Panoptic Video
Scene Graph (PVSG) [58]. Some notable advancements
brought by the above methods include, improving the pixel
level accuracy in localization [56, 58] and sub-scene graph
fusion [54]. In contrast, situational scene graph takes a
unique approach by seeking to leverage the strengths of
both scene graph and situation frame to construct a more
detailed schema with properly defined structures for repre-
senting and encoding components within action while also
enabling to capture situations with multiple concurrent ac-
tions. Prior work have introduced problem tasks paired with
the above representations such as, spatio-temporal/panoptic
scene graph generation [19,56], situation recognition [62]
and video semantic role-labelling [43]. Similarly, based on
our representation we also introduce a challenging problem
task called situational scene graph generation.

Existing datatsets: Table 1 provides some popular video
understanding benchmarks that are related to us. One major
trend in the early stage is the provision of a large number
of video clips with single action labels. Around year 2020,
the community started focusing on action decomposition to
delve into dynamics within actions. Although these decom-
positions offer somewhat holistic schemas for representing
actions—such as person, object, and relationships, they often
fall short in providing structured methods for encoding the
properties of those decomposed elements (refer to Table 1 in
the supplementary material for a comparison of existing ac-
tion representations and their required annotations). Follow-
ing this trajectory, we introduce the SSG benchmark, which
further decomposes these action elements into their sub-
semantic properties by utilizing semantic roles and values.
The benchmark includes a total of 562K human-generated
semantic role-value annotations.

Visual representational models: To generate scene graphs



o . Objects Verb predicates Object SR Verb predicate SR Person SR
[Dataset #videos | #hours | # actions - - - - — # persons - — - - - -
# categories | # instances | # categories | # instances #roles | #instances | #roles | #instances | #roles | # instances
[ActivityNet (2015) [2] 28K 648 200 - - -
DALY (2016) [52] 8k 31 10 41 3.6K -
[Charades (2016) [44] 10K 82 157 37 - - -
IAVA (2018) [17] 504K 108 80 - 49 -
[EPIC-Kitchen (2018) [10] - 55 125 331 - -
[HACS Clips (2019) [66] 0.4K 833 200 - - -
Kinetics-700 (2019) [3] 650K 1794 700 - - - - -
(CAD120++ (2019) [67] 0.5K 0.57 10 13 64K 6 32K - -
[Action Genome (2020) [19] 10k 82 157 35 0.4M 25 1.7M 220K - -
[VidSitu (2021) [43] 29.2K 83 - 5.6K - 15K 397K - 5 202K
STAR (2021) [53] 22K 80 37 - 24 - - - -
IPVSG (2023) [58] 0.4K 9 - 257 7.5K 57 4.1K L.IK - - - - - -
SSG (ours) 2.5K 22 157 35 61K 16 52K 25.5K 16 271K 12 164K 5 127K

Table 1. An analysis of SSG in comparison to other publicly available video understanding benchmarks. SR refers to semantic roles.

and situation frames from images, the approaches explored
include Conditional Random Field models [23,61,62], Re-
current Neural Networks [35, 37, 55], Graph Neural Net-
works [25,26,39,57], few-shot learning [4] and transform-
ers [5,0,8,51]. For video data, transformers have been
widely used to generate the spatio-temporal scene graphs
and spatio-temporal situation frames [7,28,34,43,47,58].
Meanwhile, Large Vision Language Models (LVLMs) like
CLIP [40], ALIGN [20], LLaVa [32] and VILA [29] have
been instrumental in developing powerful joint semantic rep-
resentations of vision and language. Different vision tasks
try to leverage these LVLMs in various ways. For example,
recent methods have employed the CLIP embeddings for sit-
uation recognition [4 1] and action recognition [21] attaining
excellent results in respective problems. Inspired by this line
of research, we also utilize CLIP embedding to solve our
new problem situational scene graph generation.

3. Situational Scene Graph

A Situational Scene Graph (SSG) is formed by a set of
semantic role-value pairs that elaborates several important
semantic entities in a situation(s). As shown in Fig. 2 (tables,
employing color codes green, blue and red depict the seman-
tic roles and their associated values for the semantic entities
person, object and verb predicate of the relation instance),
these semantic entities include the actor or the person, the
object instances the person interacts with, and the verb pred-
icate of human-object relation instances. Furthermore, the
overall situation may comprise the execution of one or more
high-level human actions.

Formally, let us define the set of object classes as O =
{01, -+ ,0,}, and the person category by P. Person in-
stance in a video frame forms relations with object instances
where each relation is represented by a triplet of the form
(Person, Predicate, Object), e.g., (person, holding, dish) in
Fig. 2. In the SSG, verb predicates like holding,” “drinking
from,” and “’sitting on” are used to describe human-object
interactions because they provide more detailed informa-
tion about actions than spatial predicates like “’in,” under,”
or “beneath” [15]. The set of verb predicate classes is de-

noted by R = {Riy, -, Rn}. The novelty in the SSG
constructs lies in the fact that we annotate the semantic role-
value pairs for each entity category and instance (person,
object and verb predicates) in a scene graph of a person
performing one or more high-level actions. The seman-
tic role-value pair structure, known as the Frame Struc-
ture, is predefined based on the literature [37, 62]. The
set of semantic roles for person class is predefined and is
denoted by S(P) = {S1(P), S2(P),---}. Similarly, the
semantic roles of each object category are also predefined
and denoted by S(Oy) = {S1(0O%), S2(0y), S3(Ok), - }
for each object category Oy. Finally, the semantic roles
of each verb predicate category are denoted by S(Ry)
{S1(Ry), S2(Rk), Ss(Rk), - - - } for each verb predicate cat-
egory Ry. The associated values v of each semantic role
(i.e. S(P),S(0), S(R)) depend on the specifics of the per-
son, object and verb predicate of the relation instances
in a given frame (e.g. Spiace(Holding) Kitchen).
The set of all distinct semantic-role values is denoted by
V = {v1,va,- - }. In each video frame, there is one person
instance executing one or more high-level human actions
forming relations with object instances. Each person, object,
or relation instance’s semantic role is associated with a value

S(A) = . ey

where A € {P,O,R} andv € V.

3.1. Situational scene graph generation

For a given video frame, the SSG generation task requires
the classification of the (1) verb predicate classes and (2)
semantic role-values of the person, object instances, and
verb predicate of the relation instances as follows.

(1) Verb predicate (VP) classification: Given a video frame
consisting of a person and class labels of object instances
with their bounding boxes as inputs, a model is required to
recognise the verb predicate class R of the relation instances
between person and object instances.

(2) Semantic role-value (SRV) classification: Here the
model is required to recognize the role-value v of each se-
mantic role of person, object, and verb predicate of relation
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instances in a given frame as shown in Eq. 1. As mentioned
earlier, while semantic roles are shared across a category, the
values depend on the specific instance of that category.

3.2. Proposed SSG model: InComNet

We hypothesize that semantic role-value classification
helps predicate classification (in scene graph) and vice versa.
Based on this, we introduce the InComNet, Interactive and
Complementary Network, a framework designed for Situ-
ational Scene Graph (SSG) generation, which also demon-
strates the dataset’s utility for this task. As shown in Fig.
3, InComNet has four stages: (I) object SRV classification,
(IT) verb predicate classification (III), verb predicate SRV
classification, and (IV) person SRV classification. The stage
(IT) classifies the verb predicates in the relation instances
between person and object instances while stages (I), (IIT)
and (IV) classify the semantic role-value of each semantic
role of object, verb predicate of the relation instances and
person respectively as in Eq. 1. In InComNet, we use trans-
former encoders with cross attention, where learnable query
vectors serve as queries, and a sequence of input features act
as keys and values. During training, these learnable queries
interact with the features in the input sequence and construct

predicates, SRV of verb predicates and SRV of person. Finally, the situational scene graph is obtained
on the right side. The InComNet stage (II) correspond to the SSG sub-task (1) and stages (I), (III) and
(IV) correspond to the SSG sub-task (2).

useful learned query representations that can be used for
the classifications. Accordingly, we employ four such en-
coders, namely, object SRV encoder, verb predicate encoder,
verb predicate SRV encoder and persons SRV encoder cor-
responding to the InComNet stages (I), (IT), (IIT) and (IV),
respectively. The verb predicate encoder’s detailed archi-
tecture is presented in Fig. 4a. Object, verb predicate and
person SRV encoders follow the same architecture as shown
in Fig. 4b with the exception that person SRV encoder does
not include an intermediate input for learned verb queries.

Leveraging the effectiveness of CLIP [40] embeddings,
we derive visual and semantic representations using CLIP’s
vision (¢, ()) and text (¢;()) encoders. Additionally, we use
a visually prompted frame embedding, employing a new
visual prompt named a translucent background prompt.
In this prompt, we applied a translucent pink overlay to
the non-interested regions in the video frame, allowing the
model to pay more attention to the interested region. Here
the interested region refers to the bounding box region (e.g.
in object SRV classification, the prompt is applied to the
non-bounding box region of the object while retaining the
bounding box region in its original state. Refer to supple-
mentary material Section 6 for more details). Let us denote
the prompted frame by fP" and the corresponding visual fea-
ture by Usror = 1,(fP"). Similarly, text embedding of the
object class name Up, where O; € O, and text embeddings
of the object semantic role names {Ug, (0,), Us,0,);" " " }
are obtained from the CLIP text encoder ;.

Object SRV classification: In the first iteration, the ob-
ject SRV encoder receives a sequence of key/values KV =
{Usrr,Uo,,Us,(0:)> "+ »Us,(0,)}» Where z is the maxi-
mum number of semantic roles for an object in the SSG
dataset. For objects with fewer than x roles, the remain-
ing embeddings are zero-padded. Queries are formed by x
learnable query vectors, producing x role query embeddings
Q9 = {qro1 R qrom }. A linear classifier predicts the cor-
rect role-values using Qf,,) . In our semantic frame definition,



the positions of roles for objects, verb predicates and person
remain consistent across the dataset. Hence, only the output
embedding corresponding to the appropriate role is utilized
during loss calculation.

Verb predicate classification: We hypothesize that object
semantic roles and values enhance the classification of verb
predicates in the relation between a person and object. Thus,
the output of the object SRV encoder from stage (I) is used
as additional input for classifying verb predicates R; in stage
(II). The input sequence for stage (II) includes the prompted
frame Uy»-, object class embedding Up,, and the learned
object role query embeddings Q¢ forming the keys and
values KV = {Uswr, Up,, Q2}. A learnable verb predicate
query vector is then used to generate the verb predicate query
embedding Q.

Verb predicate SRV classification: The verb predicate
SRV encoder receives an input sequence comprising the
prompted frame (verb visual features) Uy, the learned
verb predicate query embedding QF, the object class
name embedding Up, associated with the verb predicate,
and the role name embeddings {Us, (r,), " ,Us, (g}
This sequence forms the keys and values KV =
{Usor, QF, Uo,sUs,(r;)>*** »Us,(r,)}» While y learnable
verb predicate role query vectors generate the correspond-
ing role query embeddings QF. From the second iteration
onward, the learned verb predicate query embedding Q%
from the predicted verb predicate instances is used as an
additional input to stage (I), complementing the object SRV
classification, based on the hypothesis that verb predicates
assist in classifying object semantic role-values. Conse-
quently, in iteration 2, the input sequence for stage (I) be-
comes KV = {Ufpr, UO“QR, USI(Ol), ce 7US;~(O¢)}'

Person SRV classification: = The input sequence
for stage (IV) includes the prompted frame (per-
son visual features) Upyer, the text embedding of
the person name' Up, and role name embeddings
{Us,(Py;Usy(P), -+ ,Us.(py}, forming the keys and
values KV = {Uyer,Up,Us,(py, -+ ,Us, (p)} for the
person SRV encoder. Queries are generated by z learnable
person role query vectors, producing z learned person role
query embeddings QF . The learned query embeddings Q2
QF, QF and QF of stages (I), (IT), (IN) and (IV) are passed
through four linear classifiers to generate the final situational
scene graph by classifying object semantic role-values, verb
predicates, verb predicate semantic role-values and person
semantic role-values respectively.

Stages (I), (II), and (III) are iterated d times, with their
losses calculated by summing cross-entropy losses across all
iterations. The loss for stage (IV) is computed using cross-
entropy loss between predicted and ground truth role-values.

lin all cases we use term person”.

3.3. SSG dataset

We introduce Situational Scene Graph (SSG) dataset to
facilitate the proposed human-action representation of situa-
tional scene graphs. SSG dataset is built on Action Genome’s
[19] spatio-temporal scene graphs and Action Genome is
built on Charades [44]. However, unlike the Action Genome
whose goal is to decompose Charades’ video-level actions
by annotating person, objects and their pairwise relation-
ships, SSG’s goal is to provide precise structures to further
elaborate these action partonomies using semantic roles and
role-values. Moreover, unlike VidSitu [43] which annotates
a single action with semantic roles for every 2-second clip,
SSG dataset provides frame-level situations in a more gran-
ular way than VidSitu. An analysis of it in comparison
to other publicly available video understanding datasets is
given in Table 1. Among the main components of situational
scene graphs, persons, object instances and verb predicates
of the relation instances are already annotated in the Action
Genome. We provide additional annotations for semantic
roles and values for the above semantic entities.
Composing the dataset: In the Action Genome, each
person-object instance is characterized by three relationship
types: attention, spatial, and contact. We define semantic
role-values for verb relationships, termed verb predicates,
which capture how a person interacts with an object to per-
form higher-level actions (2). Among the 17 verb predicate
classes, we excluded other relationship due to its vagueness
and difficulty in decomposition into specific semantic roles
and values. The remaining 16 verb predicates, combined
with semantic roles and values, effectively represent ongoing
actions. We retained all 35 object classes and the person class
from the Action Genome without additional filtering. Next,
following the concept of semantic roles in FrameNet [14]
and previous work [62], we assigned semantic roles for the
person, object and verb predicate classes. The raw semantic
roles, particularly those related to objects and person, were
further refined to ensure their applicability in visually de-
scribing a scene. We developed a web-based application
software called Semantic Role Labelling Tool to facilitate
the annotation process. Annotations were carried out over a
period of three months by students with a Computer Science
background. Refer to the supplementary material Section 1
for more details about the annotation process, the labelling
tool, distribution of the dataset and further dataset statistics.

4. Experiments

Experimental settings: We use our SSG dataset for the SSG
generation task. We use the translucent background prompt
in all the visual prompt-related experiments and trained the
InComNet with a learning rate of 0.001, and Exponential LR
scheduler with Adamax optimizer, on a 49 GB NVIDIA
RTX 6000 GPU.



Evaluation metrics: For the verb predicate classification
task, we use the metric accuracy (Acc) [62] under “with
constraint” predicate classification (PREDcls) [19] setting.
Further, since semantic role-value classification is similar
to the semantic role labelling in conventional verb-based
situation frames, we adapt existing metrics value and value-
all [37] along with a new metric called value-two. However,
unlike in [37,62], we have only single annotation per record.
Therefore, we assess the value by determining whether the
model accurately predicts at least one role-value for a given
role out of all the roles associated with that particular se-
mantic entity. The value-all metric evaluates if the model
can accurately predict all the semantic role-values, while
the value-two metric checks if at least two semantic role-
values are correctly predicted out of all the roles. We use
top-1 setting for verb predicate SRV classification where se-
mantic role-values are considered incorrect if the predicted
verb is incorrect. Since we do not perform object detection,
we use the ground truth setting for object and person SRV
classifications assuming ground truth object/person to be
known [37,62]. For SRV classification, we also introduce a
new metric called role-based accuracy (role-based acc.) to
understand the role-based performance. It is calculated by
first determining the accuracy for each role separately, and
then averaging across all roles.

4.1. Situational Scene Graph Generation

Baselines: We compare the performance of InComNet
over six baselines under three categories: (1) CLIP zero-shot
inference [40], (2) CLIP linear probing [40] and (3) VILA
inference [29]. In CLIP linear probing [40], we attach a
linear classifier on top of the frozen CLIP vision encoder
for each object SRV, verb predicate, verb predicate SRV
and person SRV classifications. In VILA inference, we
prompt VILA-1.5-3B model in interleaved image-text VQA
MCQ style with MCQ questions generated using the SSG
annotations. Under this category we showcase both zero-
shot and impact of fully fine-tuning an LVLM like VILA on
the SSG task. The option space for verb predicate and SRV
MCQ questions includes the set of verb predicate classes
and unique set of role-values associated with each semantic
role in the SSG dataset respectively. More details about
fine-tuning settings for VILA, including the prompts used
are given in the supplementary material Section 2.

InComNet models: We have three InComNet variants as
(1) InComNet-224 (base model), (2) InComNet-336-Frozen
and (3) InComNet-336-FT. We use ViT-B-32 and ViT-L-14-
336 CLIP vision and text encoders to extract image and text
feature embeddings in (1) and (2) respectively, while in (3),
we fine-tune ViT-L-14-336 CLIP model on SSG dataset and
then use this model to extract the required embeddings. We
perform all ablation studies and hyper-parameter analysis

etc. using the InComNet-224 base model. When fine-tuning
the Clip ViT-L-14-336 model on our SSG dataset, we created
a detailed description about each video frame with the SSG
annotations. Refer supplementary material Section 3 for
more details about CLIP fine-tuning on SSG dataset. We
refer InComNet’s individual tasks as the scenario where its
sub-tasks- object SRV, verb predicate and verb predicate SRV
are trained independently without inter-task communication.

Table 2 shows the performance comparison of InCom-
Net with baselines over the SSG dataset. Our analy-
sis reveals following key insights: (1) Superior perfor-
mance of InComNet-336-FT: InComNet-336-FT outper-
forms VILA1.5-3b-FT by an average margin of 15.5% and
CLIP linear probing-336-FT model by an average margin
of 34.3%; (2) Enhances performance through joint and
iterative training: Overall performance of object SRV, verb
predicate and verb predicate SRV classifications improves
by 4% when they are iteratively and jointly trained with
complementary exchange of input-output information from
other sub-tasks than training each sub-task individually. This
demonstrates the synergistic benefits of our approach, which
validates our hypothesis that semantic role-value classifica-
tion and predicate classification mutually enhance each other;
(3) Impact of higher image resolution: Increasing the im-
age resolution from 224 to 336 pixels in the InComNet-336-
Frozen model significantly enhances its capability to capture
fine-grained details, resulting in an average performance
improvement of 5.6% over the InComNet-224. This un-
derscores the importance of higher resolution for improved
model performance in detailed image analysis; (4) Benefits
of finetuning CLIP features: Finetuning CLIP vision and
text encoders for specific tasks like ours would lead to no-
table performance gains. Specifically, the ViT-L-14-336-FT
model shows a 7.2% improvement over the ViT-L-14-336-
Frozen model; (5) Challenges and opportunities with SSG:
SSG task presents a notable challenge to foundational mod-
els like VILA when prompted with large option space. While
the value and value-two metrics suggest that the model is
capable of identifying one or two dominant properties, the
lower performance in the value-all metric highlights that it
struggles to accurately identify the majority of the properties
associated with people, objects, and verb relationships. This
underscores the potential for continued research, positioning
SSG as a promising area for exploration by LVLMs.

CLIP inference results are sub-optimal, likely due to its
training focus on tasks like image classification, which may
introduce a bias towards salient objects within the image.
Furthermore, the CLIP model is not tailored for structured
prediction similar to our InComNet. In contrast, SSG re-
quires classifying multiple objects, verb predicates, the per-
son and their semantic role-values in a single video frame,
making the accurate mapping of these elements more chal-
lenging. Further ablation studies about InComNet, its it-



Method Object SRV classification Vcrp‘prcflica\lc Verb predicate SRV classification Person SRV classification
Role-based acc. | Value | Value-two [ Value-all | classification acc. | Role-based acc. | Value | Value-two [ Value-all | Role-based acc. | Value | Value-two | Value-all

CLIP-ViT-B-32 zero-shot inference [40] 1.5 6.9 0.2 0.0 8.9 0.4 0.1 0.0 0.0 0.1 0.2 0.0 0.0
CLIP linear probing-224 [40] 11.0 52.7 29 1.1 40.4 33 39.0 0.0 0.0 173 83.2 33 0.0
CLIP linear probing-336-Frozen [40] 11.2 54.4 35 1.1 40.1 34 385 0.0 0.0 19.1 89.7 3.6 0.0
CLIP linear probing-336-FT [40] 1.2 54.5 3.6 1.8 41.5 3.8 46.1 0.0 0.0 19.2 90.3 4.9 0.0
VILA1.5-3b-z-shot (MCQ all options) [29] 11.2 404 8.8 0.0 19.6 14.1 19.1 13.0 1.7 35.0 88.2 572 0.0
VILA1.5-3b-FT (Instruction-tuned MCQ all options) [29] 21.0 69.2 26.4 0.2 61.3 353 59.6 354 32 444 95.7 74.6 1.0
InComNet’s individual tasks (no iterations/feedback) 45.5 86.2 54.0 5.7 66.9 269 65.3 63.4 283 - - -
InComNet-224 46.8 86.6 55.0 59 67.8 29.4 66.2 64.7 32.0 39.8 97.4 714 1.6
InComNet-336-Frozen 474 87.6 583 6.8 68.5 363 66.7 64.8 326 422 98.0 111 18
InComNet-336-FT 49.6 89.5 62.1 7.8 70.8 38.4 69.0 67.4 38.7 49.3 98.5 85.8 1.9

Table 2. Performance of InComNet for SSG generation task on SSG dataset. The bold and underlined font show the best and the second best

result respectively.

erative refinement of the results including visualizations,
per-class and per-role performances of verb predicate and
SRV classification can be found in the Supplementary mate-
rial Section 4. Implementation details and hyper-parameter
analysis of the InComNet are given in supplementary ma-
terial Section 5. Translucent background prompt proved to
be the most effective visual prompt for the SSG task com-
pared to existing visual prompts [1, 64] and more details
about prompt evaluation can be found in the supplementary
material Section 6.

4.2. Applications of situational scene graphs

We now demonstrate how our unified SSG representation
can benefit both situation recognition and predicate clas-
sification tasks in complementary ways. These tasks are
paired with the key building blocks of our representation i.e.
situation frames [62] and ST scene graphs [ 9] respectively.
(1) Situation recognition on SSG dataset: Since situation
frame is a key foundational component of our SSG represen-
tation, situation recognition task could also be tested on the
SSG dataset. The only difference between typical situation
recognition problem on datasets such as imSitu [62] and
situation recognition on SSG dataset is that, in imSitu there
is only one activity verb and its associated semantic roles
and values whereas, the SSG dataset includes multiple activ-
ity verbs, each paired with semantic roles and values corre-
sponding to multiple concurrent actions within a single video
frame. Therefore, in SSG situation recognition problem, the
models should be able to classify all the verb predicates and
their associated semantic role-values in a video frame which
adds another layer of complexity. Accordingly, we purpose
the SOTA situation recognition models i.e. Clipsitu also to
predict all the verb predicates and their semantic role-values.

Thanks to our SSG representation, as shown in Table
3, our InComNet models consistently outperform clipsitu
models and VILA models, achieving average performance
improvements of 31.1% and 18.2%, respectively, across all
metrics. Furthermore, it should be noted that, our unified rep-
resentation enables the simultaneous prediction of verbs and
their semantic role-values within a single pipeline, fostering
a complementary exchange of information and inter-task

Method Top-1 verb | Top-1 verb predicate SRV GT verb predicate SRV
accuracy Value | Value-two Value-all Value | Value-two Value-all

Clipsitu MLP [41] 40.1 30.7 0.8 97.1 553 9.0
Clipsitu TF [41] 415 400 | 330 25 97.1 570 8.5
Clipsitu XTF [41] 399 | 330 22 97.1 549 62
VILA1.5-3b-z-shot [29] 19.6 19.1 13.0 1.7 96.8 543 55
VILALS5-3b-FT [29] 613 506 | 354 32 982 | 820 304
TnComNet-224 678 662 | 647 340 972 | 940 519
InComNet-336-Frozen 685 | 667 | 648 326 973 | 927 385
InComNet-336-FT 69.8 68.2 66.9 41.2 98.2 94.8 58.1

Table 3. Performance of SOTA task-specific situation recognition
models and foundation models on SSG dataset for situation recog-
nition. The bold and underlined font show the best and the second
best result respectively.

communication on verb predicate and SRV classification.
In contrast, both the Clipsitu and VILA models depend on
a two-stage prediction approach, where the two tasks are
handled separately.

(2) Predicate classification with situational scene graphs
on Action Genome dataset: In our SSG dataset, we pro-
vided annotations for only 8% of the Action Genome dataset.
In this experiment, we trained the InComNet model for
predicate classification (under PredCLS setting and with-
constraint strategy) on this limited 8% and used transfer
learning to infer object and verb predicate semantic role-
value annotations for the entire Action Genome test set dur-
ing inference. This approach enabled effective evaluation of
the predicate classification problem across the entire Action
Genome dataset with the help of its 8% SSG annotations. It
is worth to mention that, while others have used the entire
Action Genome dataset during training, our model has used
only 8% Action Genome frames for which we have provided
the SSG annotations. We attach three linear classifiers for the
InComNet’s verb predicate encoder for the three relationship
types in Action Genome. The results in Table 4 demonstrate
that we can achieve comparable performance with SOTA
methods with just 8% data.

4.3. Reasoning on human-centric situations

Next, we evaluate the usability of our SSG representation
for human-centric situation understanding by leveraging the
zero-shot image-text interleaved MCQ inference capabilities
of the VILA 1.5-3B model [29]. For this experiment, we
generate 139K+ MCQ questions using the annotations in the



Method R@10 | R@20 | R@50
VRD [33] 51.7 547 547
M-FREQ [63] 62.4 65.1 65.1
MSDN [27] 65.5 68.5 68.5
VCTree [45] 66.0 69.3 69.3
RelDN [65] 66.3 69.5 69.5
GBS-Net [30] 66.8 69.9 69.9
STTran TPI [49] 69.7 72.6 72.6
APT [28] 69.4 73.8 73.8
TD2-Net(P) [31] 70.1 - 73.1
STTran [7] 68.6 71.8 71.8
DSG-DETR [13] 68.4 71.7 71.7
TR? [48] 70.9 73.8 73.8
TEMPURA [36] 68.8 71.5 71.5
CLIP zero-shot [40] 194 20.9 20.9
InComNet-224 69.1 69.2 69.2
InComNet-336-Frozen 67.8 70.8 70.9
InComNet-336-FT 69.4 72.7 72.7

Table 4. Performance of SOTA predicate classification models on
Action Genome dataset. Our method uses only 8% AG frames
for training. The bold and underlined font show the best and the
second best result respectively.

Obj SRV | Verb predicate | Verb predicate | Person SRV
Input questions i SRV question: i
(1) Question 51.1 54.1 60.3 25.1
(2) Image + question 539 60.1 70.6 46.2
(3) Image + predicted graph + question 60.0 70.8 75.1 50.0
(4) Image + GT graph + question 76.9 85.5 78.5 71.8

Table 5. SSG VQA on VILA [29]. The bold and underlined font
show the best and the second best result respectively.

SSG test set each having four options. Thus, the test ques-
tions set comprises of 12K verb predicate questions, 38K
verb predicate SRV questions, 64K object SRV questions
and 25K person SRV questions. Performance is measured
using accuracy. The results are shown in Table 5. In (3) and
(4) the predicted/ GT SSG graph in text format is incorpo-
rated as an in-context reference. The results demonstrate
that, incorporating the predicted SSG graph as an in-context
yields an average of 10% improvement in accuracy while
GT SSG graph leads to 24% marking a certain upper bound
on performance when using graph data. This underscores
the value of explicitly representing the elements in situations
using the SSG graph structure for improved human-centric
situated understanding and reasoning. Additionally, it high-
lights the potential avenues for enhancing future SSG models
on this area.

5. Challenges and outlook

Challenges The SSG tasks are particularly challenging
due to the need for (1) strong visual cues to identify the at-
tributes of smaller objects (e.g., the material of a dish), subtle
variations in human poses (e.g., sitting vs. leaning), precise
object locations (e.g., a laptop on a table or on someone’s
lap), recognizing specific body parts involved in actions,
and the tools used to perform those actions. Additionally,
(2) situational common sense is essential for understanding

semantic role-values for certain roles, such as object affor-
dances (e.g., a doorknob’s affordance when opening a door
is unlocking, while it is locking when closing). Finally, (3)
unlike problems such as typical situation recognition which
requires recognising one salient activity verb and its semantic
role-values, the SSG task particularly requires recognising
multiple verb predicates, multiple objects, the person and
their semantic role-values from a single video frame that
correspond to multiple concurrent actions.

Outlook SSG dataset has shown potential to enhance per-
formance in existing vision tasks such as situation recog-
nition, predicate classification and human-centric situation
reasoning by leveraging its detailed annotations. Beyond
these tasks, we also foresee the potential of SSG in pushing
the current VLMs towards a more granular level of video
perception and reasoning specially in the following areas: (1)
Video QA: While current video questions answering datasets
such as STAR [53] and AGQA [16] lack fine-grain details
about entities involved in the situations, the inclusion of se-
mantic roles and values of those entities could be crucial for
enhancing the situated reasoning capabilities of the VLMs,
which we list as a future work; (2) Dense video caption-
ing: SSG annotations can also be utilized for dense video
captioning and serve as a benchmark for video-description
pre-training and evaluation. We also list this as a potential
future direction; (3) Video generation: recent work explores
image/video generation from structured representations [9].
Given the fine-grained semantic properties embedded in sit-
uational scene graphs, we anticipate that future SSG models
could enable the generation of videos from situational scene
graphs, opening new avenues in video synthesis.

6. Conclusion

We introduce situational scene graphs, a unified graph
representation which can represent both human-object rela-
tions and semantic properties of the entities involved in a
human centric situation. In doing so, we also introduce a
new task called situational scene graph generation accompa-
nied by a new dataset, SSG and a new model to address this
task. Finally we demonstrate the utility of our SSG repre-
sentation for situation recognition, predicate classification
and human-centric situation understanding. The need for
extensive annotations to construct SSG representation may
be seen as a limitation. Yet, the advancement of structured
semi-supervised learning approaches may allow us to gener-
ate better annotations unleashing the full potential of SSGs
for human-centric situation understanding and reasoning.
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